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Abstract

Many hard real-time systems have a desired requirement which is impossible to fulfill:
to solve a computationally hard optimization problem within a short and fixed amount
of time. For such a task, the exact, exponential algorithms are out of scope. Polynomial-
Time Approximation Schemes guarantee a 1 — € approximation with a polynomial
run-time, but this run-time can easily exceed the short and fixed requirement. In this
thesis we define the ‘fixed-time variant’ of a hard optimization problem, based on giving
weights to the hard constraints. In practice only any-time algorithms are relevant for
such tasks.

We define a concrete optimization problem that we call RAFP and prove that its
decision variant is NP-complete. We then study the performance of several probabilistic
algorithms (most of them are local-search) that we fit to RAFP’s fixed-time variant,
with very short time bounds. We study the practical impact of automatically tuning
the parameters of those algorithms. In addition, we consider the problem of optimizing
a parallel portfolio of algorithms. Specifically, we study the problem of choosing k
algorithms out of n, for a machine with k& computing cores, and the related problem
of detecting the minimum number of required cores to achieve an optimal portfolio,
with respect to a given training set of benchmarks. The thesis includes the results of

numerous experiments that compare the various methods.
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Chapter 1

Introduction

Hard real-time systems frequently have a seemingly impossible requirement: To solve
within a short, fixed amount of time T (e.g., T" = 0.5 second), a computationally
hard optimization problem!. For some hard optimization problems there are known
polynomial approximations, which may seem to meet this challenge. Such algorithms,
known by the name Polynomial-Time Approximation Schemes (PTAS) [WS11], can
guarantee a 1 — e proximity to the optimal solution?. For example, they can guarantee
a solution with an objective value which is not lower than 0.5 the value given by the
(exponential) exact algorithm. But PTAS are not necessarily relevant for hard real time

systems, for two main reasons:

e They only guarantee a polynomial bound on the run-time, whereas the hard real
time system requires a fixed bound. Moreover, this bound increases when the

precision parameter € becomes smaller.

e The guaranteed upper-bound on the distance from the optimal value, as implied
by the precision parameter ¢, is frequently less important than the average quality

of the solution.

! In many real time systems there are other issues that we do not address in this thesis: The input
might be a stream of problems with inaccuracies or uncertainties, with a cost for a late delivery of a
solution

2 Throughout this work we refer to maximization problems. The definitions for minimization problems
are similar: in this case it will be a 1 4+ € proximity.



We focus on optimization problems that their decision variant is complete in NP
(henceforth, NP-optimization problems); By definition, those can be reduced to the NP-
complete Constraint Satisfaction Problem (CSP)3, which gives us a unified starting point
in the discussion that follows. CSP has an optimization variant called the Constraint
Optimization Problem (COP), in which the goal is to satisfy the constraints while
maximizing (or minimizing) some objective function. It is common to distinguish
between hard and soft constraints in COP, where each of the latter is associated with
a weight that reflects the ‘reward’ for satisfying it. Every solution has to satisfy the
hard constraints, and an optimal solution has to additionally maximize the reward by
satisfying soft constraints. The problem may also have an objective other than the soft
constraints, but soft constraints and the objective are reducible to one another, if we
assume that the objective function is a linear function. Hence for convenience we can
talk about a constraints system with hard and soft constraints only, without an explicit
objective function.

We use COP to define a fized-time variant of an NP-optimization problem. Given
the fixed time bound T our goal is to find algorithms that their solution is as good
as possible at time T'. This, by definition, implies that we cannot guarantee that our
solution satisfies all the hard constraints of the original optimization problem, and we
therefore need to prioritize them by giving them weights. In other words, we need to
turn the hard constraints into soft constraints (in doing so, it is reasonable to assign
those constraints larger weight than those associated with the original soft constraints).

This gives rise to the following definition:
Definition 1.0.1 (The fixed-time variant of an NP-optimization problem). Given a
e NP-hard optimization problem P cast as a COP, and

e weights to the hard constraints, reflecting their importance relative to each other

and the original soft constraints (if there are any),

let soft(P) denote a problem identical to P except that all the hard constraints are
turned into soft constraints with the given weights. Given a time limit T, the fized-time

variant of P, denoted FT(P), is the problem of finding a solution within time 7" to
soft(P).

Note that the time limit is given in absolute terms, which means that the best solution

may depend also on the hardware.

3 CSP generalizes the propositional satisfiability problem (SAT), but is still in NP. It allows variables
with any finite discrete domain (rather than SAT’s restriction to the Boolean domain), and a rich
modeling language.
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Figure 1.1: Quality vs. time of an anytime and a regular algorithm

Anytime algorithms

To satisfy the requirement of a fixed-time bound, in practice the algorithm has to be
an anytime algorithm [DB88]. Anytime algorithms maintain intermediate sub-optimal
results, and hence if interrupted, they can emit some solution. This solution is not likely
to be optimal, but is better than nothing. Figure 1.1 illustrates the difference between
the quality over time of an anytime algorithm and an algorithm which is not any-time.
The diagram demonstrates a case in which the anytime algorithm is worse in the long
run; this reflects the fact that sacrifices may be necessary for achieving the anytime
property. Another family of algorithms are heuristic methods. Generally, these methods
do not guarantee anything: Their run-time might exceed the fixed bound, and they
have no upper-bound on their distance from the optimal value. Some of the heuristic
methods, in practice, reach high quality solutions (although not optimal) relatively fast,

and hence are good candidates as anytime algorithms.

For our purpose, the value of the algorithm is measured by the quality of the so-
lution that it is able to produce at time T'. Most of the work in anytime algorithms that
we found, e.g., [BBNP04], [Lou03], [CZ06], [OD12], [SBLI12], [Cla99], [WC00] did not
try to measure empirically their success after a fixed and short amount of time. One of
the goals of this thesis is to do just that for a particular problem that we will define in
the next chapter.

Figure 1.2 summarizes the quality /time trade-off according to the strategies discussed

so far.
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Figure 1.2: Quality vs. Worst computation time of various algorithmic strategies

In this thesis we focus on one particular hard optimization problem which we call
RAFP, and give two examples of using it. We define its fixed time variant, and then
study the performance of over 7 different algorithms in solving its fixed-time variant
with low values of the time bound 7. Most of these algorithms are adaptation of
known stochastic search algorithms (such as Tabu Search, Stochastic Hill Climbing, The
Cross-Entropy Method and Simulated Annealing) and their combinations. We then
address the problem of optimizing a parallel portfolio of algorithms, for a given number
k of available computing cores, and also study the related problem of convergence: what

is the lowest value of k for which we can get an optimal portfolio?

The structure of the thesis

The thesis continues in the next chapter by defining a hard optimization problem called
RAFP, demonstrate its use, and define its fixed-time variant. In chapter 4 we prove
that the decision variant of this problem is NP-complete. In chapter 5 we describe a
set of anytime algorithms that cope with the fixed time-variant of RAFP. In chapter
6 we describe empirical results based on 500 random inputs for RAFP, some general
and some with a focus on hard instances. In chapter 7 we suggest methods to construct
optimal parallel portfolios of the algorithms, which will enable us to benefit the most
from a computing environment with multiple cores. In chapter 8 we describe empirical
results of building a parallel portfolio for our concrete problem. Chapter 9 summarizes

our work.



Chapter 2

Preliminaries

In Chapter 5 we will formally define several search algorithms (including pseudo-code)
that we use in this work. These meta-heuristics have many variants, and here we only
describe the essence, informally, of the common variant. We explain the principles of
these algorithms by using the maximization problem in figure 2.1. The figure describes
a problem in one dimension, where the x-axis represents the solution space, and the
y-axis represents the quality. Although the graph looks continuous, we refer to a discrete
set of solutions. For the purpose of these preliminaries (and opposed to Chapter 5),
the solution space is assumed to be ordered, which allows us to depict the x-axis. For
this reason a ‘neighbor’ is simply the next or previous value in that order. In the more
general case, which is relevant to this thesis, the solutions are not ordered but there are
multiple dimensions. When there are multiple dimensions, a ‘neighbor’ means that only
a few dimensions (i.e., variables) change. In the following figures, we will describe a
solution as a point on the graph, where the goal is to detect the global maximum. The

numbers on a point corresponds to its visit time, starting in point '1’.

Quality

0.
Sol ution

Figure 2.1: Search Hlustration - A maximization problem in one dimenstion



First, we show an example of a very simple search algorithm.

Steepest Ascent Hill Climbing

The steepest ascent hill climbing algorithm [Broll] simply examine all neighboring
solutions, and moves to the best neighbor. In our setting, if we define a step of 1 unit,
each solution has two neighbors — the right and the left. We move to the solution that
has a higher quality. Figure 2.2 describes this process where point 1’ is our initial
solution, and we are going up-hill until we stop in the top of the hill. At this stage,
both our neighbors are worse than the current solution, and the steepest ascent hill

climbing algorithm cannot continue. The local maximum that we found is our solution.

10—

Current &
Best Sol ution

-10 -8 -6 -4 -2

Figure 2.2: Search Illustration - Steepest Ascent Hill Climbing

10



2.1 Stochastic Search Algorithms

Stochastic algorithms use randomness in the search process, which might help to escape
local maxima or accelerate the progress. We show several examples of stochastic search

algorithms.

2.1.1 Random Search

Random search [Bro58] is a very simple algorithm. It chooses uniform random solutions
iteratively, evaluates their quality and maintains the best solution. When it reaches
its timeout, the best solution is returned. Figure 2.3 describes this process, where we
can see a random sampling of solutions, the last is marked as Current solution, and the

Best solution is the output.

2.1.2 Random Walk

Random walk [Yan10] iteratively and randomly chooses one of the current solution’s
neighbors. In our setting, with a step of 1 unit, random walk uniformly chooses between
the current solution’s right and left neighbors, and makes the chosen neighbor its current
solution. Figure 2.4 describes this process, where we can see a more local sampling of
solutions than we saw in random search, the current solution is the last solution, and

the best solution is the output.

11
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Figure 2.3: Search Ilustration - Random Search. We can see a wide
sampling

Sol ution
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Figure 2.4: Search Illustration - Random Walk. We can see a local and uniform random

12

and uniform random
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2.1.3 Stochastic Hill Climbing

Stochastic hill climbing [FM93] iteratively and randomly samples one of the current
solution’s neighbors, and accepts it if its quality is higher than the current solution’s
quality. As opposed to random search and random walk, we do not accept any solution.
Figure 2.5 describes this process, where we can see hollow circles in sampled solutions
which we did not accept, because their quality was lower than the current solution’s
quality. We can see the local sampling of solutions. The filled circles show the hill-

climbing behavior of this method.

10 T

Best Sol ution

> —20(—

50—

0, 2 4 6 8 10
Sol ution

Figure 2.5: Search Illustration - Stochastic Hill Climbing. We can see two solutions (3,5) that

were not acceptable since they were worse than the current solution, and acceptable solutions
which improve with time

13



2.1.4 Tabu Search

Tabu search [Glo86] iteratively chooses (deterministically or stochastically) the best
neighboring solution, which is not forbidden. A forbidden solution might be a recently
visited solution. The forbidden solutions are handled using a constant size tabu list.
When the tabu list reaches its maximum size, the oldest items are removed. Accepting
worse solutions and avoiding last visited solutions help to escape local maxima. Figure
2.6 describes this process, where we can see a tabu list with the last three items, which

are temporarily forbidden.

10 T

Tabu item N

x X

Sol ution

> —20(—

Current
Sol ution

50—

0 2 4 6 8 10
Sol ution

Figure 2.6: Search Illustration - Tabu Search. We can see that the last three solutions (5,6,7)
are temporarily forbidden (there is an 'x’ above them)
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2.1.5 Simulated Annealing

Simulated annealing [JV83] iteratively and randomly samples one of the current solution’s
neighbors. There is a probability of accepting a neighbor solution. If it is better than the
current solution, it is chosen with probability 1. If it is worse than the current solution,
the probability of choosing it is lower as the differences in qualities between the current
and the candidate solution. A temperature parameter also influences the probability
of choosing a neighbor solution. At the beginning of the search the temperature is
high, and the probability of accepting worse solutions is high too. When time passes, a
temperature reduction leads to a lower acceptance probability of worse solutions. This
method enables a wide exploration of solutions at the beginning of the search, and a
more local exploration of solutions later. Figure 2.7 describes this process, where we
can see late candidate solutions that were not chosen because their value is too low to

accept in the last period of the search.

10 T

-10

Best
Sol ution

Cur r ent
Sol ution

5ol
Candi dat e
Sol ution

0_ 2 4 6 8 10
Sol ution

Figure 2.7: Search Illustration - Simulated Annealing. We can see that there are two solutions
(6,7) which we do not accept, since their quality is too low at their visit time

15



In what follows, we do not use the above maximization problem for illustration any

more.

2.1.6 The Cross-Entropy Method

The cross-entropy method (CE) [RKO04], in its basic form, is parameterized by N € N,
0<p<l,0<a<1land0<e<]1 (typical values could be p = 0.2,a = 0.1, = 0.01).
The role of these parameters will be clear momentarily.

CE maintains a probability distribution, initially uniform, for the values in the
domain of each variable. It samples N solutions using this distribution, and then
evaluates them. The best [p* N| samples is called the elite set. Based on this set,
CE recomputes the distribution, so it becomes more biased towards the elite set. For
example, suppose that a = 0.2, the probability of x to be assigned the value 12 is
currently 0.1, and that x = 12 appears in 30% of the solutions in the elite set. Then the
new probability of = being assigned 12 will be 0.2 % 0.3 + (1 —0.2) x 0.1 = 0.14. After
recomputing the distribution in this way, the process is reiterated. Each time a sample
is made, if its evaluation is the highest so far from all samples, it is saved. In the end of
the process, the best observed sample is returned.

This process can converge, which means that for each variable, there is one value
with probability larger than 1 —e. With a small value of ¢, this indicates that there
is no point reiterating since the results will stay the same with high probability. If
convergence occurs, CE can either be terminated or restarted with a different seed,
provided that there is enough time.

Figure 2.8 describes this process, where the x-axis represent the values of one
variable, the y-axis represent the iteration of the algorithm, and the z-axis represent

the probability for each value. We can see a convergence of the algorithm to one of its

values.
I |
. | _
- — 0.9
/7 ‘I R _7__7_7_7__7_ 0.8
— ] — 07
— H ‘ T 0.6
I 05
— 0.4
— O 0.3
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Series18 .\,
Series1 ="
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Figure 2.8: Search Illustration - The Cross-Entropy Method
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Chapter 3

Problem Formulation

We begin by formulating a hard optimization problem. The rest of the thesis will focus

on solving its fixed-time variant.

3.1 The Resource Allocation with Forbidden Pairs (RAFP)
Problem

RAFP is defined by

o A={Ay,.., A} is a set of variables.
e D is a set of tactics indices (henceforth ‘tactics’).

e Res is a set of available resources {ri,ro, ..., 7m }.

D; C D is the domain of tactics available for A;, for i € [1..n].
e R: D +— Res maps a tactic d to a resource in Res.
e U : D+ [0..1] is a unary utility function.

e U:D x D [0..1] is a binary utility function.

F:D x D~ {0,1} is a matrix of Boolean values, indicating the forbidden pairs

of tactics.

e By, By, ..., B, € N are bounds on the resources of Res.

A solution to RAFP is an assignment aq, as, ..., a, to the variables in A, where a; € D;
for i € [1..n]. The hard constraints on the solution are implied by the forbidden-pairs

matrix F', and the bound on the resources Bi, ..., By,:

e For each pair of variables A;, A;, their selected tactics a; € D; and a; € D; satisfy
F(ai, ij) =0.

17



e For each i, € Res, [{R(a:)}r(a;)=r,| < Br-

The objective is to maximize the utility:

max ZU(CM‘)+ Z Uai,aj) | - (3.1)
i=1

i.j=1,ij

We note that RAFP can be defined using an existing framework for hard and soft
constraints called Weighted Constraint Satisfaction Problem. Appendix A shows this

formulation.

3.2 Examples

The RAFP is a rather general discrete optimization problem, which includes binary
constraints, some form of cardinality constraints and a utility function with unary and
binary factors. Several other general, but more specific known problems, can be derived
from RAFP, including the Binary Constraint Satisfaction Problems. Here we present

some real world problems which are natural to represent using RAFP.

3.2.1 Computer Aided Dispatch for Medical Services

An emergency control center might use a recommendation system that should react
very fast. When medical resources are limited, deciding to send a vehicle for a specific
task might cause a delay in other task and risk lives or cause more pain to someone.

The following details suggest a RAFP representation for this kind of a system:

o A={A,.., A,} are emergency medical tasks received at the control center; e.g.,
An injury of a worker in a construction site, a car accident in a specific junction,

etc.

e D are the set of emergency medical solutions; e.g., medication, first-aid, evacuation,

CPR, surgery, etc.

e D; C D is the set of solutions that fits each emergency medical task; e.g., For
a specific car accident first-aid or medication is enough. For some injuries an
evacuation over ambulance van or a CPR using an ambulance motorcycle are the

only options.

e U(d) for d € D is the unary utility of using a single solution to an emergency
medical task: e.g., the utility of using a well-equipped ambulance van for CPR

might be higher than using an ambulance motorcycle for the same task.

e U(d;,d;) for d;,d; € D is the binary utility of using two solutions simultaneously:
Performing a surgery at the stationary intensive care unit for task d; delays another

task d; which we should carry out at the same unit, thus reducing U(d;, d;).
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e F(d;,d;) for d;j,d; € D is the binary matrix which indicates the pairs of tasks
that are impossible to accomplish simultaneously; e.g. we cannot send away a
helicopter with medical experts while handling a mass-casualty incident. In these

cases we have F'(d;,d;) = 1, which prevents d;, d; from being performed together.

e Res is the set of the mobile and stationary resources types; e.g. Ambulance van,

ambulance motorcycle, helicopter, intensive care unit, etc.
e R(d) for d € D maps a single medical solution to its medical resource.

e By, Bs,..., By, € N are bounds on the medical resources.

3.2.2 Automated Trading System

An automated trading system performs buying and selling orders in the stock market.
The short system response time and quality of solution is critical for positive and high
revenue. The more profitable orders might be carried out only by few machines, special
times, have high correlation to other orders, or are forbidden to perform together. The

following details suggest a RAFP representation for this kind of a system:

o A={A,..., A} is a batch of buying/selling orders to decide in the next trading

period.

e D; C D is a financial product (stock, bond, option etc.), a buy / sell order and a

discrete amount.

e U(d) for d € D is the expected revenue for order d. Some orders are more profitable

than others.

e U(d;,dj) for d;,d; € D is the inverse of correlation between orders d;, d;. Low

correlations are preferred.

e F(d;,d;) for d;,d; € D is a binary matrix which indicates which pairs of orders
are forbidden together in the same trading period. If d;, d; is a forbidden pair we
have F'(d;,d;) = 1.

e Res is a set of types of trading machines: Different sizes of servers and clusters

that are available to perform our orders.
e R(d) for d € D maps a single buying/selling order to a trading machine type.

e By, By, ..., B, € N are bounds on the number of available trading machines of

each type, for the next trading period.
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3.3 The Fixed Time Variant of RAFP

soft(RAFP) is defined as RAFP with a weight of 0 on the hard constraints. Given a
time limit 7', the fized-time variant of RAF P, denoted FT(RAFP), is the problem of
finding a solution within time 7" to soft(RAFP).
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Chapter 4

RAFP’s Complexity

We prove the NP-completeness of RAFP by a reduction from the following problem.

4.1 The Maximum k-Colorable Subgraph Problem

The Maximum k-Colorable Subgraph Problem (k-MCSP) is defined as follows.
e G=(V,E) is a graph
e k is a positive integer, which defines a set of colors C' = {c1,..., ¢}

A solution to k-MCSP is the largest vertex set V/ C V which induces a k-colorable
graph, i.e. there is an assignment of colors to the vertices such that no two adjacent
vertices are assigned the same color.

For k=1, k-MCSP becomes the Maximum Independent Set problem, which is known to
be NP-hard [GJ79]. Therefore k-MCSP is NP-hard.

4.2 The Decision Variants of RAFP and £i-MCSP

First we define the decision variants of RAFP and k-MCSP.

We add to k&-MCSP an integer h € [1..n], where |V| = n and ask whether there is a
solution to k-MCSP with h or more vertices.

We add to RAFP a value u € R and ask whether there is a solution to RAFP with

> i Ulai) + ZZj:l,i;éj Ulas, a;) = u.

4.3 The Decision Variant of RAFP is NP-Complete

Theorem 4.1. The decision variant of RAFP is NP-Hard

Proof. We will show that k-MCSP <p RAFP.
Given an instance of k-MCSP, we will construct an instance of RAFP.
Given G = (V, E), k, h, we define RAFP’s elements:
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A =V ie., the set of variables is the set of vertices.

D = {dyc}vevieecr, where C' = C' U {cp}. Tactics are all possible colorings of

vertices, with the possibility of a vertex without a color, marked by cy.

o D; = {d;c}cecr, variable i’s tactics are all possible colorings of the i-th vertex,
with the possibility that it has no color. Note that D = |J D;.
i

e For each v € V,c € (', the unary utility is defined as:

U(d )_ 0 ifCiZCO (41)
s 1 otherwise .

e For each 4,5 € V, and p,q € C' we have d;p,dj; € D and the binary utility is
defined as:

—oo if (i,5) € E,p=q,p # c0,q # ¢o

(4.2)
0 otherwise

U(dipvdjq) = {

o F = {1}IPIXIPl _ There are no forbidden pairs of tactics

e Res = {r1},R(d) = r; for d € D, and B; = n. There is only one resource type

with n items.

e We define u = h, the utility value of RAFP should be equal to the size of the
subgraph in k-MCSP.

Since |D| = |V| - |C'| = n(k + 1),|D;| = k + 1, the unary domain size is |D|, the binary
domain size for the binary utility function and the forbidden pairs matrix is |D|? and
|Res| = 1, the construction is done in a polynomial time in the size of the k-MCSP

instance.

Now we show that the answer for the original instance of k--MCSP is yes if and only if

the answer for the RAFP instance we created is yes.

(<) Suppose k-MCSP has a k-colorable subgraph G’ = (V', E') with |V'| > h, for
h €N, h <|V]. Let ¢; € C' denote the color of i € V on G. For each i € V' we have
U(dic;) = 1 and for each i ¢ V' we have ¢; = ¢y and U(d;.,) = 0. Since we have a

coloring with at least h vertices we have:

> Uldie) = > Uldic) + > Uldic,) = h+0> h. (4.3)

eV eV’ gV’
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Regarding the binary utility we have:

n
Z U(dicia dej) = Z U(dicia dej) + Z U(dicw djcj) (4'4)
i,j=1,i#j (1,5)EE,ci=c; (6.4)EEVei#e;V

ci,cjgéco cj=coVej=cq

Since we have a coloring, the following sum is over an empty set, thus it is equal to zero:

> Udie, dje,) =0 (4.5)
(ivj)eE;fi:Cj
CiHCiFCQ

According to (4.2) we have:

> Uldie,dje;) =0 (4.6)

(i,j)¢E\/C¢7ﬁC]‘\/
c;=cq Vc]' =cq

Thus, (4.4) becomes

i.j=1,i#j
From (4.3) and (4.7) we have
> Uldie)+ Y. Uldie,dje;) =h+0>h (4.8)
i€V ij=1,i#j

as needed for the utility.

Regarding the resource constraints we have for each i € V and ¢; € C: {R(dic,) } r(dy. )=r: | =
n < Bj. The binary hard constraints are trivially met because F = {1}/PI*IPl This

concludes this side of the proof.

(=) Now suppose that the assignment {d;, }ic[1.., i a solution to the constructed
RAFP instance, with

Z U(dwz) + i U(diciv djc]-) > h (4.9)

i=1 i=Lii#

for h € [1..n]. From (4.9) we infer U(d;,,djc;) # —o0, which implies U(d;c;,djc;) = 0,
according to (4.2), for each ¢,j € V and ¢;,¢; € C'. Thus,

n

Z U(dici, dej) =0 (410)
i,j=1,i#£j
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From (4.9) and (4.10) we have

> Uldie,) = h (4.11)

According to (4.1), this is equivalent to a k-coloring in V' with at least h vertices,

different than cy. The coloring is legal since U (dc;, djc;) # —oc and according to (4.2).00
Theorem 4.2. The decision version of RAFP is in NP

Proof. Let ay,ao,...,a, be a solution to RAFP, with a utility larger or equal to u. To
validate the binary constraints, U(a;, aj) # —00,i # j, we have O(n?) operations. To
validate the resource constraints, [{ R(a;)}g(a;)=r,| < Bk, for each rj, € Res, we have n
operations. To validate Y 7, U(a;) + 37—, ;z; Ulai, a;j) > u we have O(n?) operations.
Totally, we have O(n?) operations to validate that a1, as,...,a, is a solution to RAFP,

a polynomial number of operations, which implies RAFP € NP. O
Theorem 4.3. The decision version of RAFP is NP-Complete

Proof. From theorems 4.1 and 4.2 we get that the decision version of RAFP is in NPC.[J
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Chapter 5

Algorithms for RAFP

5.1 Local Search

Local search is a heuristic framework for solving hard decision and optimization problems.
Local search is relatively simple to implement, output a stream of solutions without
a setup time, and contains a rich toolbox of parametrized algorithms. Local search
meta-heuristics might be easily adapted to many problems and solutions’ structures
[HS04]. Local search moves from one solution to a neighbor solution in the space of
candidate solutions using an evaluation function, and stops if an optimal solution is
found or the time bound is reached. The Random Walk, Stochastic Hill-Climbing, Tabu
Search and Simulated Annealing that we present later in this chapter are local search

algorithms.

5.2 Beyond Local Search

When the candidate solutions are sampled using a guidance which is different from a
neighboring relation, the search is not local. The Random Search, Greedy and the Cross
Entropy Method that we present later in this chapter are search algorithms which are

not considered as local search.

5.3 A Unifying Approach For Algorithms

Algorithm 5.1 describes the meta-heuristic that we used, which we call Fized-Time
Search. Each derived algorithm implements parts of Fized-Time Search, and adapted to
RAFP, when necessary. By using a single framework for all variations of the algorithm,
we achieve a relatively fair comparison between them. In all the following references to
RAFP, we refer to RT(RAFP).
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5.3.1 Fixed-Time Search

Algorithm 5.1 FizedTimeSearch(Initial Solution Init, Timeout T')

Current < Init
Best < Current
while not (StopCriterionReached() or timeout T reached) do
Candidate < ChooseCandidate(Current)
if AcceptanceCriterionReached(Candidate) then
Current < Candidate
if EvaluateSolution(Best) < EvaluateSolution(Current) then
Best < Current
end if
end if
if RestartCriterionReached() then
Current < Restart()
end if
end while

return Best

Next, we describe common definitions and procedures of all algorithms, in order to fit
Fized-Time Search to RAFP.

Definition 5.3.1 (Distance between solutions). Let S = (a1, ag, ..., a,) and S” = (by, ba, ...

be two solutions to a RAFP instance. The distance between the solutions is defined as
the number of different elements between them : D(S,S") = [{i | a; # bi }|.

Definition 5.3.2 (K-Neighborhood of a solution). The K-Neighborhood of S, is the set
of all solutions that their distance from S is no more than K: Ng(S) = {S'|D(S,S") <

5.3.2 The Procedure Generate RandomN eighbor

The procedure Generate RandomN eighbor is used by most of the stochastic algorithms
that follow, in order to generate a single neighbor of the current solution. The neighbor

is in the K-Neighborhood of the current solution. Procedure 5.2 describes this process.
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Procedure 5.2 GenerateRandomN eighbor(Solution Current, Neighborhood Size K)

Neighbor < Current

for K times do
i < a variable’s index chosen uniformly at random
v <— a value chosen uniformly at random from the domain of Neighbor.Var;
Neighbor.Var; < v

end for

return Neighbor

5.3.3 The Procedure EvaluateSolution

FEvaluateSolution is a procedure tailored for the RAFP problem. It computes the

objective value described in Chapter 3, given a full assignment.

5.4 Instances of Fixed-Time Search

In what follows, we describe how to derive specific search algorithms from Fized-Time

Search, using the procedures GenerateRandomN eighbor and EvaluateSolution.

5.4.1 Random Search

Random Search or Pure Random Search [Bro58] is the simplest algorithm of Fixed-Time
Search: Generate a series of random solutions of IV variables and choose the best one
according to the objective function. Procedures 5.3-5.7 describe the random search
algorithm for RAFP. Random search is not likely to be competitive, and we only include

it for reference.

Procedure 5.3 StopCriterionReachedgs()

return false

Procedure 5.4 ChooseCandidate rs(Solution Current)
GenerateRandomN eighbor(Current, N)

Procedure 5.5 AcceptanceCriterionReachedrs(Solution Candidate)

return true

Procedure 5.6 RestartCriterionReachedrs()

return false

Procedure 5.7 Restartprs()

return empty solution
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5.4.2 Random Walk

Random Walk [Yan10] is a simple local search algorithm which moves between random
neighbor solutions, according to some neighboring relation. Procedures 5.8-5.12 describe
the random walk algorithm for RAFP.

Procedure 5.8 StopCriterionReachedpw ()

return false

Procedure 5.9 ChooseCandidate gy (Solution Current, Neighborhood Size K)
GenerateRandomN eighbor(Current, K)

Procedure 5.10 AcceptanceCriterionReached gy (Solution Candidate)

return true

Procedure 5.11 RestartCriterionReachedrw ()

return false

Procedure 5.12 Restartrw ()

return empty solution

5.4.3 Stochastic Hill Climbing

Stochastic Hill Climbing [FM93] is a simple local search algorithm which only adds
a simple acceptance criterion to random walk: Move to the neighbor if and only if it
is better than the current solution. Procedures 5.13-5.17 describe the stochastic hill
climbing algorithm for RAFP.

Procedure 5.13 StopCriterionReachedsc()

return false

Procedure 5.14 ChooseCandidatesc(Solution Current, Neighborhood Size K)
Generate RandomN eighbor(Current, K))

Procedure 5.15 AcceptanceCriterionReachedspyc(Solution Current, Solution Candidate)

return FvaluateSolution(Current) < EvaluateSolution(Candidate)

Procedure 5.16 RestartCriterionReachedspc()

return false
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Procedure 5.17 Restartspc()

return empty solution

5.4.4 Tabu Search

Tabu Search [Glo86] is a local search algorithm which uses constant memory in order to
avoid visiting the same solutions, and escapes from local maxima. In the tabu search for
RAFP, we maintain a tabu list of variables. The list contains variables which changed
their value recently. A variable in the tabu list will not change its value unless it yields
a better solution than the best solution!. Procedures 5.18-5.24 describe the tabu search
algorithm for RAFP.

Procedure 5.18 StopCriterionReachedrs()

return false

Procedure 5.19 ChooseCandidaters(Solution Current, Neighborhood Size K)
Generate RandomN eighbor(Current, K)

Procedure 5.20 TabuF orbidSolution(Solution Candidate, Solution Current)

for each variable index ¢ do
if Candidate.Var; # Current.Var; and TabuList.Contain(i) then
return true
end if
end for

return false

Procedure 5.21 TabuUpdate(Solution Candidate, Solution Current)

for each variable index ¢ do
if Candidate.Var; # Current.Var; then
TabuList.InsertFront (i)
end if
if TabuList.Size() > Maximum allowed tabu list size then
TabuList. RemoveBack()
end if

end for

! Here we deviate from the common implementation of tabu search since a-priori it seemed to be
better. In our variant, instead of choosing the best neighbor that is not forbidden, we choose some
neighbor which is not forbidden.
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Procedure 5.22 AcceptanceCriterionReachedrg(Solutions Best, Current, Candidate)
if EvaluateSolution(Best) < EvaluateSolution(Candidate) or not
TabuForbidSolution(Candidate, Current) then
TabuUpdate(Candidate, Current)
return true
end if

return false

Procedure 5.23 RestartCriterionReachedrs()

return false

Procedure 5.24 Restartrs()

return empty solution

5.4.5 Simulated Annealing

Simulated Annealing [JV83] is a local search algorithm which uses the concept of
temperature in order to change its behavior during the search. The acceptance criterion
of a neighbor solution might approve a solution which has a lower quality than the
current solution. The probability of accepting worse solutions is a function of its relative
quality and the temperature. There is an initial temperature and a cooling rate, where
low temperatures yield low acceptance probabilities of worse solutions. Procedures
5.25-5.29 describe the simulated annealing algorithm for RAFP.

Procedure 5.25 StopCriterionReachedg ()

return false

Procedure 5.26 ChooseCandidateg a(Solution Current, Neighborhood Size K)
Generate RandomN eighbor(Current, K)

Procedure 5.27 AcceptanceCriterionReachedga(Solution Current, Solution Candidate)

T« RZte
A + FEvaluateSolution(Candidate) — EvaluateSolution(Current)
if A >0 then

P+1

else

P« AT

end if
return true with probability P

return false
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Procedure 5.28 RestartCriterionReachedg ()

return false

Procedure 5.29 Restartsal()

return empty solution

5.4.6 The Cross-Entropy Method

The Cross-Entropy Method [RK04] is a stochastic algorithm used for simulation of
rare events and for optimization. The Cross-Entropy Method for RAFP maintains a
probability distribution function for the domain values of each variable. Initially, the
probability distributions are uniform. In each iteration, we sample n solutions from the
current distribution, and evaluate them. We take the best [p x n] solutions, for some
0 < p < 1, to shape the distribution for the next iteration, using a smoothing factor

and the current distribution. Procedures 5.30-5.34 describe the cross entropy method.

Procedure 5.30 StopCriterionReachedcg()?

return false

Procedure 5.31 ChooseCandidatecr(Sample size n, Smoothing factor «, Elite ratio p)

Samples < an empty list
for n times do
for each variable index ¢ do
Current.Var; < Random value according to pdf;
end for
Current.Val < EvaluateSolution(Current)
Samples.Insert(Current)
end for
Elite < [p x n| best samples in Samples
for each variable index ¢ do
pdf! < distribution according to Elite
pdfi < a x pdf] + (1 — a) x pdf;
end for

return best sample in Samples

Procedure 5.32 AcceptanceCriterionReachedc g (Solution Candidate)

return true

2 In our current implementation of the cross-entropy method, the StopCriterionReached() contains
what is under RestartCriterionReached() and the Restart() procedure returns an empty solution
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Procedure 5.33 RestartCriterionReachedcg(Convergence constant €)

return Vimaxpdf; > 1 —¢

Procedure 5.34 Restartcp()

Initialize pdf]s as uniform distributions biased by the initial solution’s values

Set a new random seed

5.4.7 A Greedy Algorithm

The greedy method described here is a natural one for RAFP: For some variable ordering,
pick the value of each variable as the one which optimizes the objective function of
RAFP, while satisfying all constraints derived from previous variables assignments.
Procedures 5.35-5.39 describes the greedy algorithm for RAFP.

Procedure 5.35 StopCriterionReachedgreedy()

return CurrentVar > n

Procedure 5.36 ChooseCandidatecreedy(Solution Current, Variable CurrentVar)

Candidate < Current
BestCandidate < Worst solution
for Value in CurrentVar.Values do
Candidate.CurrentVar < Value
if BestCandidate.Value < EvaluateSolution(Candidate) then
BestCandidate + Candidate
end if
end for
CurrentVar < CurrentVar + 1

return BestCandidate

Procedure 5.37 AcceptanceCriterionReachedgreeday(Solution Current, Solution Candidate)

return true

Procedure 5.38 RestartCriterionReachedcreedy()

return false

Procedure 5.39 Restartgreedy()

return empty solution
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5.5 Leveraging the Greedy Algorithm

All algorithms above, except the greedy algorithm, yield a series of solutions, terminated
by the timeout. The greedy algorithm yields one solution and stops. Greedy’s run time
might be below the timeout, and it might be useful to use the remaining run time for

other computations.

5.5.1 Iterated Greedy

First, We can use the greedy algorithm to produce a series of solutions by using several
variable orderings, since it may produce a different solution for each variable ordering.
Procedures 5.40-5.44 describes the greedy loop algorithm for RAFP.

Procedure 5.40 StopCriterionReachedgreedyLoop()

return false

Procedure 5.41 ChooseCandidategreedyroop(Solution Current, Variable CurrentVar)

Candidate + Current
BestCandidate < Worst solution
for Value in CurrentVar.Values do
Candidate.CurrentVar <+ Value
if BestCandidate.Value < EvaluateSolution(Candidate) then
BestCandidate < Candidate
end if
end for
CurrentVar < CurrentVar + 1

return BestCandidate

Procedure 5.42 AcceptanceCriterionReachedreedyrLoop(Solutions Current, Candidate)

return EvaluateSolution(Current) < EvaluateSolution(Candidate)

Procedure 5.43 RestartCriterionReachedgreedy()

return CurrentVar > n

Procedure 5.44 Restartgreedy()

Produce a random variable ordering
CurrentVar + 1

return empty solution
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5.5.2 Hybrid: Greedy + Search

Another way of using the greedy algorithm is to start with its solution as an initial
solution for any of the other algorithms above. For most of the algorithms above it allows
a local search in the neighborhood of the greedy solution, hopefully a neighborhood
with high-quality solutions.

5.5.3 Hybrid for the Cross-Entropy Method

For The Cross-Entropy Method, running the greedy algorithm first returns a solution
that we can use in another way: Initially, the probability distributions have the weight
0 < w < 1 for the initial solution’s values, and uniform distribution for the rest of the
values. This biases the distribution towards the values of the greedy solution, that have

high qualities, we believe.
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Chapter 6

Empirical Results: Individual

Algorithms

6.1 Implementation

We implemented all algorithms from chapter 5 in C++ under Windows 10. We ran the
algorithms serially on a Dell Vostro 3360 with Core i7-3517U at 1.9-2.4Ghz, using the
same timeout.

6.1.1 Inputs

We generated random inputs, using the following values for RAFP:
e Random number of variables — n € [1..200]
e Constant set of tactics — |D| = 6000
e Derived variables domain — D; = [1 + % x(1—1),..., |qu x i|, for i € [1..n]
e Random unary utility — U : D — [0..1]

e Random binary hardness parameter — L € [1..10]

e Random binary utility with L 4 1 values, equally distributed in the range [0, 1] —
U:DxDw[0,1,%,...,1]
e Random forbidden pairs matrix, each value is 0 with probability L%H -

1 U(d;,d;i) >0
F(d;, dj) = (di, d;)

0 otherwise

e Random number of resource types — m € [1..20]
e Random resource mapping — R : D +— [1..m]

e Random bounds over each resource type — B; € [1..30], for i € [1..m]
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6.1.2 Anytime behavior

Figure 6.1 shows a comparison of the performance profile of the algorithms [Zil96], using
a timeout of 1 second, over 50 random inputs. We can see that there is a cluster of
similar anytime behavior of hybrid algorithms, i.e., algorithms that used the greedy as
an initial solution. The cluster’s quality is high, but there is a low improvement trend
long before it reaches the timeout. Algorithms which do not use the greedy as an initial
solution have diverse qualities. Simulated Annealing and Stochastic Hill Climbing reach
the highest score among the non-hybrid algorithms. Our basic Random Search and

Random Walk are inferior to the other algorithms, as expected.

6.2 Automatic Parameters Tuning

An algorithm’s parameters have a significant impact on its performance, and a systematic
tuning is less prone to biases. There are several efficient methods and tools for automatic
parameters tuning (or algorithm configuration): GGA [AST09] uses genetic algorithms
to search the configurations space. irace [LIDLCT16] uses iterated racing i.e. maintains
a distribution from which it samples configurations and update the distribution according
to the samples’ performance. SMAC [HHLB11] iterates between learning a model from
algorithm’s runs, selecting configurations from the model and comparing them to the
best known configuration. ParamILS [HHLBS09] uses iterated local search in the space
of configurations. ParamILS is probably the most widely used and cited state-of-the-art
tool for parameter tuning. It has been used mainly to reduce the run time of algorithms.
It has dozens of academic applications e.g.,[HBHHO07|, [HHLB10], [VFG'11] and several
industrial applications, on which it yielded significant speed-ups over state-of-the-art

solvers.

6.2.1 Automatic Parameters Tuning for RAFP

We used ParamlILS for automatic tuning of the parameters of the algorithms that we
implemented. Since we are solving in real-time, the objective of the tuning is to get the
best quality at a given timeout. One benefit of a real-time algorithm is that for a given
offline time budget, it can be tuned much more than regular algorithms.

First, we used the same 50 random inputs that we used before, with a tuning process of
1500 seconds, in order to tune the parameters of the algorithms for the best quality at a 1
second timeout. RandomSearch, Greedy, Greedy + RandomSearch and Greedyroop
did not participate in the tuning process since they have no parameters to tune. Figure
6.2 shows an anytime behavior which is comparable to the behavior we saw in figure
6.1. We can see that all the non-hybrid algorithms improve their quality more than
the hybrid algorithms. Simulated Annealing and Stochastic Hill Climbing now reach a
quality which is higher than the hybrid cluster. The Cross-Entropy Method has a quite

low quality at the timeout but the biggest improvement trend.
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In order to focus on real-time scales, we now shift out focus to the quality of the
algorithms at timeouts of 0.1 seconds. In the tuning process, we used 10 random inputs,

a tuning time of 1500 seconds, and a timeout of 0.1 seconds for each algorithm.

6.2.2 Tuning of a Single Algorithm

The results of the algorithms’ tuning are shown in figures 6.3 (no initial solution) and 6.4
(hybrid). In each figure we can see the quality of one algorithm normalized to its initial
quality, over two separate runs. Each run of ParamILS finds a different configuration
by using a different seed. The two versions of each tunable algorithm will help us create
a diverse set of algorithms for the later build of a portfolio. We ran all algorithms for
the same tuning time, and the graphs end at the last time of improvement. We can see
that the tuning process yields a quality improvement of up to 35%, which is a significant

improvement.

6.2.3 Comparison of Algorithms During Tuning

After we saw each algorithm’s improvement by itself, we want to see the comparison
between algorithms, including the untunable ones. The results of algorithms comparison
are shown in figures 6.5 (First version of all algorithms) and 6.6 (Second version of all
algorithms). Both figures include the untunable algorithms which have only one version.
We can see that the ranking between algorithms is changing during the tuning process,
and that it is a similar ranking when comparing all first versions and all second versions
of the algorithms. The leading algorithms at the end of the tuning are Greedy+SA,
Greedy+SHC and Greedy+CE.
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Figure 6.7: Automatic Parameters Tuning - Validation Qualities: Benchmarks = 10, Tuning
time = 1500 sec, Timeout = 0.1 sec, L € [1..10]

6.3 Validation of Final Configurations

The validation is the process of a deeper evaluation of the final configuration. Here we
used 500 random inputs, in the same timeout of 0.1 second. The results of the validation
are shown in figure 6.7. We can see that the two versions of the leading algorithms at
the end of the tuning process (Greedy+SA, Greedy+SHC and Greedy+CE) are leading
in the validation process too. This is a sign that the training problems represented well
the test problems. We can also see that the quality of the best algorithms is about 2.2

times than the quality of the worst algorithm, Random Search.
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6.4 Harder Problems

The random inputs described in 6.1.1 are very diverse. Next, we focus on problems
which we created using L = 1. This makes the forbidden pairs matrix F' get uniform
random values from {0,1}. Thus, we have a probability of 0.5 that any pair of tactics is
possible in a solution. This is our heuristic method of creating harder problems. We
repeated the tuning and comparison process for these problems, and the results are
shown in figures 6.8-6.12. Generally, we can see in figures 6.8 and 6.9 that the maximum
tuning profit is about 19%, less than the tuning profit over general problems, but still
significant. Figures 6.10 and 6.11 show a ranking of algorithms over hard problems in
which several non-hybrid algorithms take the first places during the tuning process. In
figure 6.12 we can see the quality of the various algorithms in the validation process.
We can see a smaller span of qualities when comparing to general problems: a factor of
1.6 between the best and the worst quality of algorithms. Several non-hybrid algorithms
are better than some hybrid algorithms, and the the non-hybrid simulated annealing is

not far from the best algorithm.

6.5 Algorithms Configurations

Tables 6.1-6.5 describe for each algorithm its tunable parameters, their range and initial
configuration. Then for each version of algorithm and problem set (general or hard) we

can see the final tuned configurations.
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Final config. 1

Final config 2

Final config. 1

Final config. 2

Parameter Range Initial config. Final mwﬂmm. 1 Final mw}:mm. 2 WNHmMoHuWMVH MWWM@MOHUW%VM SA SA Greedy+SA Greedy+SA
y y hard hard hard hard
Neighborhood 1,2,...,20 10 2 3 1 3 4 5 18 16
Init. Temperature 100, 10,...,0.0001 0.1 0.01 100 0.0001 1 0.1 0.0001 0.0001 0.001
Temperature Step  11,1.1,...,1.000001 1.001 11 11 1.1 1.1 1.1 11 11 1.01
Table 6.4: Automatic Parameters Tuning - Simulated Annealing Parameters
N
Yoo
. . . . Final config. 1 Final config 2 Final config. 1 Final config. 2
Parameter Range Initial config. Final Munm_mm. 1 Final Muom%mm. 2 HUMWH& MOWHW_%WH WMMHWH Moﬂwn%wum CE CE Greedy+CE Greedy+CE
eedy eedy hard hard hard hard
#Samples 10, 20, ..., 100 50 70 40 90 50 90 90 90 40
Initial Solution’s Weight 0.0,0.1,0.2,...,0.9 0.5 0.0 0.0 0.5 0.9 0.0 0.0 0.5 0.9
Smoothing Factor («) 0.1,0.2,...,0.9 0.5 0.5 0.7 0.7 0.1 0.4 0.4 0.7 0.1
Elite Factor (p) 0.1,0.2,...,0.9 0.5 0.1 0.4 0.5 0.1 0.2 0.1 0.2 0.3
Convergence distance (€) 0.1,0 ,0.00001 0.001 0.00001 0.1 0.00001 0.0001 0.1 0.01 0.1 0.0001

Table 6.5: Automatic Parameters Tuning - The Cross Entropy Method Parameters



Chapter 7

Constructing The Best Portfolio

Using a parallel portfolio of algorithms [HLH97| can significantly improve the perfor-
mance relative to a single algorithm [GSO01]. The idea of a static portfolio [PZ06] is to
run several algorithms in parallel, on separate cores, and after the time bound T has
elapsed, take the best result achieved by any of those algorithms. The same portfolio is
used for all inputs. A dynamic portfolio is a portfolio that can adapt per input [MS12].
Two automated methods for constructing a static portfolio are described in [HLBSS12].
These methods integrate the tuning process with the construction of the portfolio,
and was used to reduce the computation time of SAT-solving. The first method was
to treat a portfolio of algorithms as one algorithm with a configuration space of all
its components and tune this one algorithm to get the best quality. The second and
less exhaustive method, was a greedy method of using a highly parameterized single
algorithm, start with an empty portfolio and tune one algorithm instance at a time, to
find the best parameters we can, in order to improve the quality of the growing portfolio.
As any greedy method for a computationally hard problem, it is not optimal since the

results depend on the order of tuning.

We will focus on static parallel portfolios, composed of different algorithms, which
are already tuned. We also assume that the algorithms do not communicate during
their run. This process is modular and easily allows to get the best out of a given set
of algorithms. As before, our portfolio measure relates to the quality of the portfolio
when reaching the short and fixed timeout, and it cannot be based on an on-line time
consuming process like pre-runs, in order to keep the real-time requirements. We are
now interested in the following problem: Given a set of n algorithms, k& < n cores
and a set of benchmarks, how to choose the best parallel portfolio of k algorithms
according to some performance measure. This parallel portfolio is called wvirtual best

solver [XHHLB12]. We suggest a general method of solving this problem optimally.
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7.1 Constructing a Portfolio as an Optimization Problem

Choosing a bounded subset of algorithms in order to achieve optimum for a given
performance measure is a special case of the subset selection problem [QYZ15]. We

define several variants of this problem.

7.2 K-Algorithms Cover Problems

7.2.1 Definitions

Definition 7.2.1. (K-Algorithms Cover Problem). An instance of the k-algorithms
cover problem is a 5-tuple (S, I, M, m,k), where:

e S is a set of n algorithms
e [ is a set of inputs for S

e M : S x I~ Ris the quality of solution that each algorithm in S returns with

each input in 1

my : P(S) — R is a portfolio measure over I, of a parallel portfolio s C S, which
satisfies the property my; ({A}) = M(A,i),forie I, A€ S

e k < n is the number of algorithms to choose from S

A solution to the instance (S, I, M, m, k) is a parallel portfolio of k algorithms from S

with the best performance, according to mj:
s* = argmaxSCS:|s|=k(mI(5)) (71)

or

st = argminsCS:\s\:k(m](s)) (72)

Definition 7.2.1 allows to define the best performance measure m; as a maximum or
minimum, according to the context. In the follwing definition the performance measure

has to be maximized.

Definition 7.2.2. (K-Algorithms Max-Sum Problem) An instance of the k-algorithms
max-sum problem is an instance of the k-algorithms cover problem with the following
portfolio measure:

mr(s) = ZEZI (I}qlg;(M(A, z)> (7.3)
In words, the objective of a k-algorithms cover problem with this measure is to maximize

the portfolio’s sum of qualities across benchmarks.

In the follwing definition the performance measure has to be minimized.
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Definition 7.2.3. (K-Algorithms Min-Max-Gap Problem) An instance of the k-algorithms
min-max-gap problem is an instance of the k-algorithms cover problem with the following

portfolio measure:

mr(s) = max (r{glggl Gap(A, 1, S)> (7.4)
Where
Gap(a,i, S) = IE?%((A i) — M(a,i) (7.5)

In words, the objective of a k-algorithms cover problem with this measure is to minimize
the portfolio’s worst gap to the optimal algorithm in .S, across benchmarks.
7.2.2 Examples

Ezample 7.2.4. Let (S,I, M, m,k) be an instance of the K-Algorithms Cover Problem,
with its first three components S, I, M defined as follows:

e 5= {Al,AQ,Ag}, thus n =3
o [ = {iy,i2,13,14,15,1%6,%7}

e M is defined using the following table:

11 tp 13 14 U5 lg 7

A1 4 3 4 3 4 3

Now, for the K-algorithms max-sum problem, my(s) is given in (7.3).

if kK =1 we have:

mi({A1}) = Z( max M (A w) = M(Ay,i) =22 (7.6)

A
e \Actal iel

mr({As}) = Z( max M (A z)) = M(Ag,i) =22 (7.7)

iel Ae{Az} iel
A M A = M(As,1) =21 .
mi({As}) = ZGZI(A%} ) > M (78)

Thus {A;} or {As} is the best 1-portfolio in this case.
If k =2, we have:

mi({A1, Ag}) = <Ae?}x?XA2} M(A, 2‘)) =14+4+4+44+4+4+4=25 (7.9)
i€ ’
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my({Ar, Ag}) =) <AGI{I}3XA3}M(A,Z')> =3+4+34+44+3+4+3=24 (7.10)

el

my({Az, Az}) = <A€?}‘%3}M(A,z’)> =3+3+4+3+4+3+4=24 (7.11)
i€l ’

Thus {A;, A2} the best 2-portfolio in this case. For the K-algorithms min-max-gap,
mp(s) is computed according to (7.4), where Gap(A4,1,S) is computed from M using
(7.5):

11 1y 13 14 I35 ig It

A, 2 1 0 1 0 1 0
A3 0 1 1 1 1 1

if £k =1 we have:

mr({A1}) = max ( min Gap(A,1, S)) = max{2,0,1,0,1,0,1} =2 (7.12)
iel \A€{A}

Ag}) = in Gap(A,i,S) | = 2,1,0,1,0,1,0} =2 7.13

m[({ 2}) I?Galx (AIEI}SAnz} CLp( Iz )) maX{ y Ly Yy Ly Uy Ly } ( )

my({As}) = max (Ag%}Gap(A,z, S)) =max{0,1,1,1,1,1,1} = 1 (7.14)

Thus {As} is the best 1-portfolio in this case.

if K =2, we have

= i ) = =2 1
my({A, As}) Hz‘lealx (Aegllr}Az}Gap(A,z,So max{2,0,0,0,0,0,0} (7.15)

Ay As)) = in  Gap(A,i,S))| = 0,0,1,0,1,0,1Y =1 (7.16
mr({A1, As}) I?E%X<Ae?411r,lx43} ap(A, i, )) max{0,0,1,0,1,0,1} (7.16)

Ay, A3}) = in  Gap(A,i,S) ) = max{0,1,0,1,0,1,0} =1  (7.17
(e Aa}) = mae (| i Gap(4,0.5) ) = max{0.1,0.1,0,1,0) =1 (1.7

Thus {41, Az} or {A2, A3} is the best 2-portfolio in this case.
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7.3 Minimum Algorithms Cover Problems

For a given k, it is possible that the same performance can be achieved with k' < k.
A multi-core machine should use &’ cores to achieve maximum performance. More cores
do not contribute at all and might be used for other purposes. Another conclusion might
be that we should develop more diverse algorithms in order to utilize the multi-core
machine.

We define now the problem of finding the smallest best portfolio of algorithms. It is
equivalent to definition 7.2.1, except that k is a property of the solution and not a

parameter, and we allow k£ = n.

7.3.1 Definitions

Definition 7.3.1. (Minimum Algorithms Cover Problem). An instance of the minimum

algorithms cover problem is a 4-tuple (S, I, M, m), where:
e S is a set of n algorithms
e [ is a set of benchmarks for S

o M : S x I — Ris the quality of solution that each algorithm in S returns with

each input in 1

e my:P(S) — R is a portfolio measure over I, of a parallel portfolio s C S, which
satisfies the property my; ({A}) = M(A,i),fori e [,A€ S

A solution to the instance (S, I, M, m) is a parallel portfolio of algorithms from S with

the best performance, and |s*| of minimal size, where
s* = argmaxscs(mr(s)) (7.18)

or

s* = argmingcs(my(s)) (7.19)

Minimum Algorithms Cover Problem can be defined with portfolio measures according
to definitions 7.2.2 and 7.2.3, to get the Minimum Algorithms Max Sum Problem and
the Minimum Algorithms Min-Max-Gap Problem, respectively.

7.3.2 Examples

Ezample 7.3.2. Let (S,I, M, m) be an instance of the Minimum Algorithms Cover

Problem, with the following properties:
o S={A;, Ay, As}, thusn =3

o [ ={iy,iz}
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e M is defined using the following table:

11 12
A1 0
A2 0O 1
As; 08 0.7

° m](s) = Zie[ (maXAEs M(A, 1))

For k =1 we have
mr({Ai1}) =14+0=1
m]({AQ}) =0+1=1
mr({As}) =0.84+0.7=15
Thus {43} is the optimal solution.

For &k = 2 we have
m[({Al,AQ}) =14+1=2

m[({Al,Ag}) =14+07=1.7

m]({AQ,Ag}) =08+1=138

(7.20)

(7.21)

(7.22)

(7.23)

(7.24)

(7.25)

Thus, {41, A2} is the optimal solution. As we can see, since {43} ¢ {A;, A2}, the

solutions are not monotonic.
For k£ = 3 we have
m]({Al, AQ, Ag}) =14+1=2

(7.26)

Thus we can conclude that the minimum & for maximum portfolio measure is 2, and

the minimum portfolio is {Aj, As}.

Generally, the fact that two portfolios with consecutive sizes share the same quality (in

our example 2-portfolio and 3-portfolio), does not imply that the portfolio has reached

its optimum quality, as we will see in chapter 8.
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7.4 Modeling the K-Algorithms Cover Problem with SMT

The Satisfiability Modulo Theories problem (SMT) [KBS10] is to decide the satisfiability
of a first-order formula over some decidable theories. Among theories in use we find:
Arithmetics [DDMOG6], the theories of bit-vectors [BDLI8]|, arrays [McC62] and equality
of uninterpreted functions [Ack]. There is an extensive research in the field of SMT, and
SMT solvers that participate in contests manage to solve large problems within reasonable
run times. Next, we represent our algorithms cover problems using SMT with the theory
of Quantifier-Free Linear Real Arithmetic (QF_LRA). This theory enables representation
of Boolean formulas of inequalities between linear polynomials, using real variables. For
example, consider the following QF_LRA formula: F' = (z > -2)V (y > -1 Ay <5).
F contains two real variables = and y, that are used in predicates within a Boolean

formula. The set of solutions to this formula is a union of two areas in the x-y plane.

7.4.1 Modeling the K-Algorithms Max-Sum Problem with QF LRA

The following encoding is the SMT representation of the K-Algorithms Max-Sum Prob-

lem.

The real variables are V; for ¢ € I ,which represent the quality of the portfolio over

benchmark 7.

The Boolean decision variables are A; for i € [1..n], which represent whether algo-

rithm A; is chosen for the optimal k-portfolio.

The objective is to maximize the sum of qualities across the benchmarks and is defined

as:

max Z Vi (7.27)
i=1
Constraints (7.28)-(7.30) below are connected by a logical and (A).

The wvalue choice constraints allow a choice of quality for each benchmark, accord-

ing to a chosen algorithm, using M:
Viel: (Vi=M(A,i)V (Vi=M(A1)V...V(Vi=M(Ap,1)) (7.28)

The implied algorithm constraints connect between the chosen quality of a benchmark

and the algorithms that return this quality:

Vie LV e{M(Aj,i)}ieprny: (Vi=V) = \V A (7.29)
A€S:M(Ag)=V
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The algorithms cardinality constraints make sure that the number of chosen algorithms

of a portfolio will be &k, when we take true=1 and false=0:
n
d A=k (7.30)
i=1

Such constraints are not allowed in QF_LRA, but they can be reduced to propositional
logic, which is allowed in QF_LRA. We used the encoding suggested in [Sin05] for this

purpose.

In the above SMT representation, 7.28-7.30 allow the choice of exactly k algorithms,
with values from M. When combined with 7.27, the maximum sum of k-subsets will be

produced when V; = maxes M (A, 1), thus the model expresses measure 7.3.

7.4.2 Modeling the K-Algorithms Min-Max-Gap Problem with QF _LRA

The following encoding is the SMT representation of the K-Algorithms Min-Max-Gap
Problem.

The real variables are V; for i € I ,as in subsection 7.4.1.

In addition, the single real variable V is used to hold the maximum of V;’s.
The Boolean decision variables are A; for i € [1..n], as in subsection 7.4.1.
The objective is to minimize the worst gap across benchmarks, marked by V:
min V' (7.31)

Constraints (7.32)-(7.35) below are connected by a logical and(N).
The maximum constraints ensure that V' is the maximal (worst) gap across benchmarks:

Viel:V >V, (7.32)
The value choice constraints role and encoding is identical to (7.28):
Viel: (V;=Gap(A1,i,S))V (V; = Gap(A2,i,S)) V...V (V; = Gap(Ay,i,S)) (7.33)
The implied algorithm constraints role and encoding is identical to (7.29):

Vie I,V € {Gap(A;,i,9)}jeqmy : (Vi=V) — \/ A (7.34)
A€eS:Gap(A,i,S)=V
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The algorithm cardinality constraints role and encoding is identical to (7.30):

d A=k (7.35)

In the above SMT representation, 7.33-7.35 allow the choice of exactly k algorithms,
with values defined by 7.5. When combined with 7.32; V' becomes the maximum of V;
values. The minimum of maximum gaps from the optimal solution over all k-subsets
algorithms values will be produced when V; = minges Gap(A4,i,S), thus the model
expresses the measure 7.4.
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Chapter 8

Empirical Results: Portfolios

8.1 SMT Modeling

We implemented an SMT modeling program with the following interface, as described

in chapter 7:
e Input:

— A matrix M, where M;; represents the quality of the solution that algorithm

i € [1..n] returns over input j

— A number k < n of algorithms to choose
e Output:

— SMT encoding of the k-Algorithms Max-Sum problem
— SMT encoding of the k-Algorithms Min-Max-Gap problem

8.2 SMT Solving

Some of the most competitive SMT solvers are CVC4 [BCD'11], Yices [Dutl4] and
Z3 [dMBO08]. We chose to use Z3. Z3 is a high-performance SMT solver developed by
Microsoft Research. It is used in various software verification applications [CDH'09],
[Leil0], [WPF110]. Z3 supports various theories, including the quantifier-free linear
real arithmetic (QF_LRA) theory in our setting.

8.3 Portfolios Construction — Tuned Algorithms

We built the matrix M from the results of the 24 tuned algorithms over the inputs that

we described in chapter 6, for both portfolio measures that we described in chapter 7.
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8.3.1 Three Portfolio Models

We built three portfolios, for each k € [1..24]:
1. Optimal — Uses the program-generated SMT encoding for k£ and solves with Z3
2. Greedy — Chooses the best algorithm to complete a partial portfolio, for k iterations
3. K-Best — Sorts the algorithms by quality, and takes the first k algorithms.

The greedy portfolio is a natural choice since we have a special case of the subset
selection problem. The K-Best portfolio is one which does not use the information
about the quality of each algorithm per-instance, thus we expect it to be inferior to the
two other portfolios. Obviously any method of portfolio construction eventually reaches

the optimum if £ = n.

8.3.2 Results

The results of the three portfolios are shown in figures 8.1-8.4. In the Max-Sum
figures the qualities sum, which have to be maximized, is normalized to the best single
algorithm’s quality. In the Min-Max-Gap the qualities max-gap, which have to be
minimized, is normalized to the best non-zero quality. This normalization influences
the improvement factors that we describe, since we are using percents. Each figure
describes the number of benchmarks, the timeout for a single algorithm’s run, and L,

the hardness parameter that we used and described in chapter 6.
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Figure 8.1: Max-Sum portfolios. The optimal portfolio reaches its maximum improvement
of about 2% at a portfolio size of 17, with a decreasing rate of improvement. This does not
guarantee convergence, and as far as we know convergence is identified only when a partial
portfolio reaches the quality of the full portfolio. The greedy portfolio’s quality is almost identical
to the optimal portfolio. The K-Best portfolio’s quality is lower as expected, and it reaches the
optimum quality at a portfolio size of 19.
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Figure 8.2: Max-Sum portfolios for hard problems (L=1).The optimal portfolio reaches its
maximum improvement of 11% at a portfolio size of 15. This is not apparent from the graph
but can be seen in the numerical results. The 11% improvement is higher than the improvement
we saw in the portfolio over general problems. Again, the greedy portfolio almost coincide with
the optimal portfolio, and the K-best portfolio is inferior, and it reaches the optimal portfolio
only at a portfolio size of 13.
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Qualities Max—gap
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Figure 8.3: Min-Max-Gap portfolios. The optimal portfolio is of size 17. The best portfolio with
non-zero quality gap is the one in size 16 and it is more than 2 million times better than using
the single best algorithm, as we can see at a portfolio size of 1, for all the portfolio construction
methods. In the optimum size of the optimal portfolio (17), the cost is 0, by definition. This
shows that using less cores than the minimum number for optimal performance has a high cost
in the min-max-gap measure, more than it has in the max-sum measure. We can also see that
the greedy portfolio is not meeting the optimal cost for two portfolio sizes, and it fits less to
this measure. Last, we can see that the K-best portfolio is far from the optimal performance,
reaching the optimum only at a portfolio size of 20.
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Figure 8.4: Min-Max-Gap portfolios for hard problems (L=1). The optimal portfolio is reaching
optimum in a portfolio size of 15. This is not apparent from the graph but can be seen in the
numerical results. For the min-max-gap over hard problems, the best portfolio with non-zero
quality gap is about 2000 times better than the best single algorithm, which is a very significant
result. The greedy portfolio is following the optimal portfolio, except for a portfolio size of 2.
The K-best portfolio is far from the optimum and reaching it only in a portfolio size of 21.

Tables 8.1-8.10 describe the algorithmic components of the optimal portfolio, for the
max-sum and min-max-gap measures, for general and hard problems. One example for
the lack of monotonicity in the optimal portfolios can be found in portfolio’s sizes of 1
and 2 in table 8.4. In Appendix A we describe a computation of an optimal max-sum
portfolio that we conducted using random matrices. The results in the appendix are
not comparable to the results that we showed in this chapter, since the quality axis in

the appendix is normalized to the range [0,1].
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Portfolio Size 1 2 3 4 8
Greedyroop
Greed
Greedyroo Greedyroor Qﬁmmwm@ Whmomw Greedy + SHC,
GreedyrLoop Loop Greedy + SHC, 2 TS>
Greedyroop Greedy + SHC> TS,
Portfoli b Greed S4s Greedy + SHC, ~ CTeety + 542 TS TS, SHC: SHG,
ortfolio members reedyroop Greedy + SHC» w\)m 2 TS, MEM‘ SHC, o 2 SA
2 2
SA SA SAs
SA SAs
SAs Greedy + SAs Qﬂmm&%w_. SAs
Table 8.4: Max-Sum Optimal Portfolios, Hard Problems - Part 1
Portfolio Size 9 10 11 12 13 14 15
Q%mm&@h@@ﬁ
GreedyrLoop
GreedyrLoop Greedyroop Greedy + SHC> Greedy + SHC3
GreedyrLoop Greedy + SHC> TS,
Greedyroop Greedy + SHC, TS>
Greedyroop Greedy + SHC> TS> SHC5
Greedy + SHC, ~CTeedy +SHC: TS TS5 SHC, SHC: SA
SHC, 2 SA SAy 2 Greedy 4+ SA;
. SA SAs Greedy + SAs
Portfolio members SA SAs Greedy + S A2 TS
SAs Greedy + S A2 TS
SAs Greedy + SA Greedy + SAs TS TS Greedy + CE Greedy + CFE
Greedy + SA; reedy 2 TS Greedy + CE reedy SHC
TS Greedy + CE SHC
TS Greedy + CE SHC Greedy + SHC
Greedy + CFE SHC Greedy + SHC
Greedy + CE SHC Greedy + SHC Greedy + SA
SHC Greedy + SHC Greedy + SA
Greedy + SHC Greedy + SA Greedy + CE»
Greedy + SA Greedy + CE»
Greedy + CE» Greedy + RS RS
reedy CE»

Table 8.5: Max-Sum Optimal Portfolios, Hard Problems - Part 2
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Portfolio Size 1 2 3 4 5 6 7 8
Greedyroop
Q%mm&@h@@ﬁ
GreedyrLoop GreedyLoop Greedy + CE» Greedy + CE
Greedyroop Greedy + CE> SHC
Greedyroopr Greedy + SHC SHC
. Greedyroop Greedy + SHC, SHC SHC>
Portfolio members  Greedy + CE SHC SHC SHC,
SHC SHC SHC, TS,
Greedy + CE TS TS>
TS, SA TS5 A SA
A H
S Greedy + SHC, Qﬁm@&@ﬂ.m SHC,
Table 8.9: Min-Max-Gap Optimal Portfolios, Hard Problems - Part 1
Portfolio Size 9 10 11 12 13 14 15
Greedyroop
Greedyroop
Greedyroor GreedyrLoop Greedy + CE Greedy + CE
Greedyroop Greedy + CFE SHC
Greedyroop Greedy + CE SHC
Greedyroop Greedy + CE SHC SHC,
Greedy + CE SHC SHCo
Greedy + CE SHC SHC> TS>
SHC SHC, TS5
SHC SHC SHC, TS TS, A SA
SHC, ? TS, 2 SA Greedy + SHCo
. TSs SA Greedy + SHC>
Portfolio members TS> SA Greedy + SHC> TS
SA Greedy + SHC, TS
SA Greedy + SHC, TS Greedy + SHC
Greedy + SHC> TS Greedy + SHC
Greedy + SHCy TS Greedy + SHC SAs
TS Greedy + SHC SAs
TS Greedy + SHC SAs Greedy + S A2
Greedy + SHC SAs Greedy + S A2
Greedy + SHC SA, Greedy + SAs Greedy + CFE»
SAs Greedy + SAs Greedy + CE>
Greedy + SA; Greedy + CE» Greedy + SA
Greedy + CE» Greedy + SA
Greedy + SA Greedy + RS
Greedy + RS CE
2
Table 8.10: Min-Max-Gap Optimal Portfolios, Hard Problems - Part 2
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Chapter 9

Conclusion

We summarize the thesis with a concise list of its contributions:

9.1

Contributions

We described the problem of solving computationally hard problems in a short
and fixed amount of time, and defined the notion of a fized-time variant of a hard

computational problem.

We defined a particular optimization problem called Resource Allocation with
Forbidden Pairs (RAFP) and showed that its decision variant is NP-complete.

The rest of the thesis was dedicated to solving its fixed-time variant.

We defined Fized-Time Search as a heuristic framework for solving RAFP and
similar discrete optimization problems in real-time. We presented over ten different
known algorithms, most of which are based on local search (but also cross-entropy

and a deterministic greedy algorithm), and their adaptation for solving RAFP.

We used automatic tuning of parameters to get the best quality in a real-time
setting, and showed empirically that it significantly improves the quality of all the

algorithms.

We defined Algorithms Cover problems. The first is the problem of choosing k
out of n algorithms, k < n, to create the best parallel static portfolio with k cores,
where a given set of inputs serve as the training set. The second is the problem
of finding the smallest k for the best parallel static portfolio. These problems
can be instantiated with a measure. We defined and used the Maz-Sum and

Min-Maz-Gap measures.

We suggested an SMT encoding for solving all the Algorithm Cover Problems
optimally. We also compared the optimal result to one that is computed via a
greedy polynomial method, which turned out to be, with our benchmarks, close to

optimal for the max-sum measure, but sub-optimal for the min-max-gap measure.
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e All the algorithms, their tuned versions and optimized portfolios, were tested
empirically with hundreds of random instances with varying difficulty. The thesis
contains a comprehensive empirical study of their effectiveness in solving RAFP

in a short amount of time.

9.2 Future Work

We intend to explore several directions for improving the empirical results:

9.2.1 Individual Algorithms

Adding search algorithms From the algorithms that we implemented and described
in Chapter 5, the Cross-Entropy Method and the Tabu Search can benefit from a re-
design of the implementation. Specifically, the cross-entropy method may converge
before time-out, and so far we did not use the extra time for restarting it. In the tabu
search, the current conditions for a forbidden solution are still naive, and we intend
to explore other variants. In addition, there are more anytime algorithms than we
implemented, which are relevant for solving our problem, such as Variable Neighborhood
Search [MHI7], Ant-Colony Optimization [DMC96], Genetic Algorithms [Mit98] and
Monte Carlo Tree Search [BPWT12]. An anytime method that was used for Weighted
Constraint Satisfaction Problems (see in appendix A) and is worth exploring is Depth-
First Branch and Bound [Zha00]. Using this method will require a fast way to compute

upper bounds on the quality of solutions that agree with a given partial solution.

9.2.2 Automatic Parameters Tuning

e Tuning for a portfolio So far we tuned each algorithm separately, despite the
fact that our end goal is to find an optimal portfolio. To that end, we can let the
choice of algorithms be a tunable parameter as well. This will require us to use
the conditional parameters of ParamILS in order to tune only the parameters that

correspond to the currently chosen algorithm.
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e Improving parameters tuning In Chapter 6 we described our process of tuning
the parameters of the algorithms. We use the same tuning time of 1500 seconds
for each algorithm in ParamlILS, with the BasicILS option of ParamILS. The
BasicILS option compares between two configurations by their quality over the
same number of runs. The objective of this uniform tuning is a fair tuning across
algorithms. In order to achieve a better performance, it might be useful to use a
tuning time which is proportional to the number of configurations. This way a large
configuration space will get more tuning time. Moreover, the FocusedILS option
of ParamILS might improve the results of the tuning process. The FocusedILS
option compare between two configurations using a dominance concept which
allows a different number of runs for each configuration. A last improvement

might be achieved by a longer tuning period.

e Tuning for anytime: In Chapter 5 we described a tuning of parameters which
is based on the quality at a specific timeout. Another approach for tuning will be
to tune in order to improve the anytime behavior. One such tuning method is
described in [RLIS13], where a measure similar to the area under the performance
profile is the scalar value which guides the tuning process. This process cannot
yield better performance for a specific timeout, but it might improve the overall

behavior in a real-time interval of 1 second, for example.

e Tuning & constructing portfolios In Chapter 7 we described our serial process
of tuning the algorithms and then constructing a portfolio. The greedy portfolio
construction in [HLBSS12], which we also described in chapter 7, might lead to a

better performance in our real-time setting.

9.2.3 Better Portfolio Construction

e Dynamic portfolios In Chapter 7, we described a construction of a static
portfolio. A dynamic portfolio, i.e., a per-instance portfolio [MS12], might be
better than a static one. This requires identifying features of problem instances,
that on the one hand predict well the performance of various algorithms, and
on the other are cheap to compute. To that end we may use machine learning

methods in order to identify such features.

e Collaborative portfolios In Chapter 7, we focused on algorithms that do not
communicate during their run. Communicating algorithms might be efficient in
portfolios [BSS15], [SS12]. In our real-time setting, this can be relevant only if the
cost of communication is low. Algorithms can share their best solutions, allowing

others to use them as a starting point for further improvements.
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9.2.4 Exploring More Real Time Issues

e Flexible timeouts Our algorithms can be tuned and analyzed with several
different timeouts. Moreover, the model can be replaced with another reasonable
model: We can add to the input of the problem a function which defines the
utility of a specific computation time. This function can be combined with the
quality of the solution to create a new combined quality. The combined quality
has a maximum value, the point of the best trade-off between quality and its
computation time. We can tune the algorithms in order to maximize the combined

quality.

e Considering Input’s Noise To consider uncertainty and inaccuracy of inputs,
we suggest two ways: In the first, instead of representing the inputs as real
numbers, we represent them as ranges of real numbers. Then we might be able
to solve a worst-case scenario of each problem. The second way of dealing with
noise in the inputs is to get a probability distribution of each input, and trying to

maximize the expectation of the utility function.
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Appendix A

Appendix

A.1 Defining RAFP using Weighted Constraint Satisfac-

tion Problems

In what follows, we define RAFP using the Weighted Constraint Satisfaction Problem.
We follow the definitions of CSP, WCSP and VCSP of [Lar02] and [SFV195] with

slight changes for a unified format.

A.1.1 Constraint Satisfaction Problem

Definition A.1.1 (Constraint Satisfaction Problem). A constraint satisfaction prob-
lem is a triple P = (V, D, C'), where:

o V={W,..,V,,} is a set of n variables
e D is a set of values for the variables
e D; C D is the set of values for variable V;, i € [1..n]

e (' is a set of constraints, which defines the allowable values that the variables can

have simultaneously.

Definition A.1.2 (CSP Tuple). Given a CSP P = (V, D, C), An assignment tuple t is

an ordered set of values assigned to the ordered set of variables V! C V

Definition A.1.3 (CSP Tuple Consistency). Given a CSP P = (V, D, C), A tuple t is

consistent if it satisfies all constraints whose scope is included in V*.

Definition A.1.4 (CSP Tuple Global Consistency). Given a CSP, A tuple is globally

consistent if it can be extended to a consistent complete assignment.

Definition A.1.5 (CSP Solution). Given a CSP, A solution is a consistent complete

assignment
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Definition A.1.6 (Binary Constraint Satisfaction Problem). A binary constraint sat-

isfaction problem is a triple P = (V, D, C'), where:
o V={W,..,V,,} is a set of n variables
e D is a set of values for the variables
e D; C D is the set of values for variable V;, i € [1..n]
e ( is a set of unary and binary constraints:

— An unary constraint C; C D; contains the permitted assignments to V;

— A binary constraint Cj; € D; x D; contains the permitted simultaneous

assignments to V; and V;

A.1.2 Valued Constraint Satisfaction Problem

Definition A.1.7 (Valuation Structure). A wvaluation structure is a triple S = (E, ®, =),

where:

e I is a set of costs, totally ordered by >, with maximum element noted T, and

minimum element noted L

e ® is a commutative, associative closed binary operator on F, used to combine

costs, with the following properties:

— Identity: Vae F,a® 1L =a
— Monotonicity: Va,b,c € E,(a = b) = ((a®c) = (b®c))
— Absorbing element: Va € E,(a® T) =T

Definition A.1.8 (Valued Constraint Satisfaction Problem). A wvalued constraint sat-

isfaction problem is a 5-tuple P = (V, D, C, S, ¢), where:
e (V,D,C) is a constraint satisfaction problem
e S=(E,®, ) is a valuation structure
e ¢ :(C — E is a valuation function
Definition A.1.9 (VCSP Tuple Valuation). Given a VCSP P = (V,D,C, S, ¢) and a

tuple t, the valuation of t with respect to the VCSP is defined by:

Y= & () (A1)
t violates ¢

Definition A.1.10 (VCSP Tuple Consistency). Given a VCSP P = (V, D, C, S, ¢), a
tuple t is consistent if V(t) < T

Definition A.1.11 (VCSP Solution). Given a VCSP, a solution is a consistent tuple

Definition A.1.12 (VCSP Objective). Given a VCSP, the objective is mtinV(t)
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A.1.3 Weighted Constraint Satisfaction Problem

Definition A.1.13 (S(k) Valuation Structure). S(k) is the valuation structure S =
([0,...,k],®,>), where:

e kell,..., o0
e @ is the sum over the valuation structure defined as a ® b = min{k,a + b}

e > is the standard order among naturals

Definition A.1.14 (Weighted Constraint Satisfaction Problem). A weighted constraint
satisfaction problem is a valued constraint satisfaction problem, with S(k) as a valuation
structure, i.e. P = (V,D,C,S(k), )

Definition A.1.15 (WCSP Valuation Function). Givena WCSP P = (V, D, C, S(k), ¢)

and a tuple ¢, the valuation function is defined using the S(k) valuation structure:

V= & (¢(0) (A2)
t violates c

Definition A.1.16 (Binary Weighted Constraint Satisfaction Problem). A binary weighted
constraint satisfaction problem is a weighted constraint satisfaction problem P =
(V,D,C,S(k),p), where (V, D,C) is a binary constraint satisfaction problem

Definition A.1.17 (BWCSP Valuation Function). Givena BWCSP P = (V, D, C, S(k), ¢)

and a tuple ¢, The valuation function is defined using the S(k) valuation structure:

Vi)=Y ele)e Y el (A.3)

c,eC CijEC

t violates ¢; t violates cij

A.1.4 The Resource Allocation with Forbidden Pairs Problem

Definition A.1.18 (The Resource Allocation with Forbidden Pairs Problem). RAFP
is a weighted constraint satisfaction problem P = (V, D, C, S(>0), ¢) with the following

properties:
o V={V,..,V,} is a set of n variables
e D is a set of [ values for the variables. Each value d € D is a 2-tuple (a,r), where:

— a € [1..1] is the tactic in use

— r € [1..m] is the resource in use
e D; C D is the set of values for variable V;, i € [1..n]

e ( is a set of constraints, ¢ is a valuation function where:
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— An unary constraint C; C D; contains costly (0 < ¢(¢;) < 0o) assignments

to V;
— A binary constraint Cj; C D; x D; contains costly (0 < ¢(c;j) < 00) simulta-
neous assignments to V; and Vj

— A resource constraint Cpr is a constraint with a non-constant arity defining

forbidden resource consumption:
((a1,71),...,(as,7s)) € Cp = Fj € [L.m]|{r;|rs = j}| > B;

where Bj € N for j € [1..m] are bounds on the resources

— Valuation function

0<g< o0 CECZ'UCZ'j
plc)=¢0<h<oo ceCpr

0 otherwise

Definition A.1.19 (RAFP Valuation). Given a RAFP P = (V,D,C,S(k),¢) and a

tuple ¢, The valuation is defined using the S(k) valuation structure:

Vi) = Y. wle)e Y eleg® Y eler) (A.4)

c;eC ci;€C creC

t violates c; t violates c;; t violates cp

A.2 Portfolios Construction — Random Matrices

In what follows, we describe an empirical evaluation that we conducted using random

matrices as an input for the optimal construction of max-sum portfolios.

We created two 10-row matrices with uniformly distributed random numbers in [0..1].
We used these matrices as the input to the modeling program we described in section
8.1, with k£ € [1..10]. This setting simulates a quality matrix of 10 algorithms, with a
low correlation. We solved the SMT modeling using Z3. The results are shown in figure
A1l In A.la we simulated 15 inputs (matrix columns) and we can see several examples
that a non-increasing portfolio does not imply convergence (e.g. points 3.4 and 5,6,7).
In A.1b we simulated 40 inputs and we can see a smoother graph, with a slowing rate of
increase. Notice that the quality axis is not comparable to the one in figure 8.1, where

the results are normalized to the 1-portfolio quality.

80



1.6

15

1.4

13

Quality

1.2

11

T

T

T

1.6

15

14

1.3

Quality

1.2

11

Figure A.1: Max-Sum Portfolios, Random Matrices
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